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In January 2020, the New York Times published a bombshell report detailing how a little-known company, Clearview AI, had quietly developed facial-recognition software to help law enforcement agencies match photos of unknown persons with their online images.¹ The company allows photos to be uploaded and cross-referenced with a massive database of more than 3 billion images scraped from Facebook, YouTube, Venmo, and millions of other websites. The revelations immediately sparked public outcry from lawmakers, tech companies, as well as the privacy and civil rights activists. Google, Twitter, LinkedIn, Venmo, YouTube, and Facebook all sent cease-and-desist letters.² Apple blocked the company’s iPhone app for violating its terms of its enterprise developer program.³ And the company has been widely panned for its failure, or indifference to, the potentially dangerous and unethical uses of its technology.⁴

The debate over the use of facial recognition technology has reached a fever pitch in recent months with many activists and scholars calling for lawmakers to impose a complete ban on the technology.⁵ In the U.S., their engagement has achieved a modicum of success at the local level; for example, San Francisco, Somerville (a Boston suburb), and Oakland have banned government use of the technology.⁶ In Europe, lawmakers were briefly considering a five-year moratorium on the technology in public spaces,⁷ but the idea was walked-back in favor of a non-binding commitment that encourages extra-testing and human oversight.⁸ Of course, the use of facial recognition technologies for mass surveillance is widespread in authoritarian regimes, most notably China.⁹
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The revelations about Clearview have only increased pressure on lawmakers to address the use of the technology, which currently is unregulated at the federal level. The power of Clearview’s technology raise serious privacy and ethical concerns; in particular, the technology poses a grave threat to stalking victims and survivors of gender-based violence. With this tool, anyone could snap a photo of you on the street, and quickly find out your name, address, phone number, social media profile, place of employment, and more. The disproportionate impact of online abuse directed at women and sexual minorities, particularly persons of color, is well-known. Even without this tool, sophisticated online actors have inflicted hell on thousands of individuals through online harassment campaigns, including “swatting” or “doxing.”

But this tool—if made public and in the hands of the wrong person—elevates the threat to new levels. For example, consider this troubling but realistic scenario: a man meets a woman at a bar, or in-line at her local coffee shop. They exchange pleasantries for a few minutes. The man asks for her number; she declines (not interested). Infuriated by the rejection, the man takes a photo of the woman. He then uses the same technology developed by Clearview to find out her name, her address. He finds her social media profile. What is to stop him from waging a relentless campaign of harassment, or doxing her, or stalking and killing her? Whereas before there might have been a boundary between the digital and real world for those wishing to avoid recognition, or the comfort of being able to disappear into anonymity, this technology may forecloses that possibility.

To be clear, Clearview has publicly rejected the idea that its product will become available to the public, and stated the company “exists to help law enforcement agencies solve the toughest cases and our technology comes with strict guidelines and safeguards to ensure investigators use it for its intended purpose only.” Further emphasizing this point, the company stated in a blog that “while many people have advised us that a public version would be more profitable, we have rejected the idea.”

However, in a series of emails exchanged with a police department in Green Bay, Wisconsin, company representatives were encouraging individual officers to test the technology on themselves and their acquaintances. The company representative boasted a Clearview account provided “unlimited searches,” and encouraged the officer to “take[e] a selfie” in order to “see the power in real time.” This exchange exposed the inconsistencies between the company’s claims that the tool be used strictly for legitimate law enforcement purposes and in adherence with strict use policies, and its private encouragement to would-be customers that the tool be used on family and friends. Moreover, hackers recently infiltrated the company’s client list, revealing partnerships that extend beyond law enforcement
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agencies as previously disclosed, including retailers Best Buy and Macy’s, and a sovereign wealth fun in the United Arab Emirates.\textsuperscript{17}

The risk of this type of improper use has repeatedly been raised by civil rights activists, who have expressed concerns about bad apples within law enforcement agencies who with access to such tools, particularly facial recognition technology, could use them for personal, nefarious purposes. This concern is not unfounded: studies have shown women in around forty-percent of law enforcement families experience domestic violence.\textsuperscript{18} And many experts also believe this number is likely underinclusive.\textsuperscript{19}

But even if it is not Clearview’s program that is being used, that the capability for such a program already exists means it is only a matter of time before a more unscrupulous company sprouts up and provides unfettered access to the program, regardless of intended use or concern for privacy safeguards. This is why self-governance models should be treated with the utmost skepticism. We need strong policies in place to regulate the proper uses of such technology, or perhaps, the technology should be banned entirely given the serious threat to individual liberty and privacy.

In addition to city-wide bans on the technology, some states have adopted strict regulations on the collection of biometric data, which would cover facial recognition technology. For example, in 2008, Illinois passed the strongest biometric data protection law in the country, the Biometric Information Privacy Act (BIPA); the law has already been used to enforce meaningful oversight for companies collecting this data. Facebook recently agreed to pay $55 million to settle a class action lawsuit over the use of its facial-recognition technology to collect users’ biometric face information without notice or consent. The lawsuit alleged the company’s photo-labeling service, Tag Suggestions, deployed face-matching software to suggest the names of persons in users’ photos.\textsuperscript{20} The settlement came after the Supreme Court recently denied Facebook’s appeal to review the Northern District of California’s class certification decision.\textsuperscript{21}

This favorable outcome for plaintiffs further proves the need for a robust federal privacy law.\textsuperscript{22} Experts have credited BIPA’s private right of enforcement provision and statutory fine of $5,000 per violation as providing effective tools for individuals to assert their privacy rights.\textsuperscript{23} However, merely obtaining consent—even if a more robust understanding of “consent”—may prove inadequate given the significant power imbalance between everyday consumers and the companies profiting off a massive data industrial
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complex, as well as the fundamental threat many believe the technology poses to our “delicate social fabric.”  

Both approaches should be contemplated by legislators, and a robust debate over the merits of procedural safeguards as compared to a complete ban is warranted. However, what is untenable is inaction. Such a policy failure would leave vulnerable populations exposed to increasing levels of exploitation and harm – both online and offline.
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