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ABSTRACT

The increasing pervasiveness of algorithmic tools in criminal justice has led to an increase in research, legal scholarship, and escalating scrutiny of automated approaches to consequential decisionmaking. A key element of examination in literature focuses on racial bias in algorithmic risk assessment tools and the correlation to higher likelihoods of high bail amounts and/or pretrial detention. These two phenomena combine to initiate a cascading effect of increased likelihoods for conviction, incarceration, harsher sentencing, higher custody levels, and barriers to parole, leading to negative impacts on other factors unrelated to criminal history, all of which feed into subsequent assessment instruments for defendants who are re-arrested. This escalating cascade of algorithmic bias errors has particularly dire consequences for Black defendants, who are statistically more likely to receive higher failure-to-appear (FTA) and recidivism risk scores than white defendants, and who are thus more likely to be negatively impacted by subsequent decisions, both human and computer-aided, throughout the criminal justice process. This is periodically referred to in literature as ‘disparate impact’ but lacks a deeper examination of broad-based effects. This Article endeavors to advance that examination by looking across multiple elements of criminal procedure and beyond to aid in understanding cascading effects and consequential injustices suffered by Black defendants due to the continued automation and encoding of societal biases into the criminal justice process.
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INTRODUCTION

When 19-year-old Terrence Wilkerson was arrested in 2000 for a robbery he did not commit, he was judged a high risk for failure-to-appear (FTA), resulting in a large bail amount. In describing his arraignment, Wilkerson notes, “I’m African American, I have braids, I look a certain way.” Unable to post bail, he was jailed before accepting a plea agreement that sent him to state prison for two years. He explains his decision, saying, “I took a plea for something I didn’t do. I’d already spent 10 months on Rikers Island . . . I knew I had to take that plea. A few more years upstate? At least I’ll get away from Rikers Island.”

When Wilkerson was arrested 17 years later, again for a robbery he did not commit, he was subjected to an algorithmic risk assessment that considered his prior “conviction,” and his bail was set at $25,000. Fortunately, the judge considered the lack of evidence and reduced bail to $2,500, after which Wilkerson was released and able to work with his lawyers, resulting in an acquittal. Terrence Wilkerson’s experience raises questions about complex interactions between the algorithmic prediction of FTA (and recidivism) risk and bail amounts, the presence of racial bias in these predictions, and the downstream impact of bias. More broadly, these dynamics pose additional questions about greater likelihoods for pretrial detention, the impact of pretrial detention on case disposition, the effects of severed ties to family, job, education, and social stability, and the broader role of algorithms, formulas, and mathematics in shaping the criminal justice process.

The use of mathematics in administering justice gained attention in 1971, when Laurence Tribe published a seminal article in the Harvard Law Review, Trial by Mathematics, that considered the accuracy and appropriateness of mathematical methods and statistical probabilities in civil and criminal trials. The article was inspired in part by People v. Collins, a 1968 robbery case in which the prosecutor’s inability to positively identify the interracial couple on trial led him to summon a math professor from a local college to testify to the low probability that they did not commit the crime. The jury returned a guilty verdict, only to be overturned on appeal by the California Supreme Court, which criticized the use of statistical reasoning, asserting that “[m]athematics, a veritable sorcerer in our computerized society, while assisting the trier of fact in the search for truth, must not cast a spell over him.” While the context of the court’s holding pertains to the trial itself, the
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3. Id.
7. Id. at 33.
increasing pervasiveness of algorithmic decision-support tools in the criminal justice process challenges this sentiment.

There has been a great deal of research in recent years on the “spell” of mathematical formulas and the presence of racial bias in algorithmic risk assessment instruments, primarily in the context of pretrial decisions concerning FTA and recidivism, and secondarily in the context of sentencing. But the problem is much worse in aggregate. As this Article will show, if a person is arrested, convicted, classified, incarcerated, and paroled, then by the time they re-enter society, they have been subjected to a minimum of a half-dozen consequential decisions that were either made or influenced by algorithms. If the defendant is Black, they have been consequently exposed to the cascading effect of algorithmic bias errors, stacked on top of one another and magnified, during their journey through the criminal justice process. Furthermore, these cascading effects continue into societal reentry, with negative impacts on employment, housing stability, family life, physical and mental health, and likelihood of getting re-arrested. If a Black person is re-arrested, the cascading effects pick up where they left off, with a biased pretrial assessment followed by an escalating statistical propagation pattern that is, for all practical purposes, irreversible.

This decisionmaking pattern is distinguished by the subsequent impact of what are seemingly small inputs in the early stages of the process, such as answers to assessment survey questions immediately following arrest. In 1972, Edward Norton Lorenz presented a paper to the Association for the Advancement of Science entitled, “Predictability: Does the Flap of a Butterfly’s Wings in Brazil set off a Tornado in Texas?” In what would become the branch of mathematics known as “chaos theory,” Lorenz described complex, dynamic systems in which “tiny changes to the initial conditions can lead to widely diverging outcomes.” The so-called “butterfly effect” is generally accompanied by recursion: taking the output of one prediction in a system and applying it as an input to the next. The cascading effects of algorithmic bias in assessment instruments are emblematic of the butterfly effect, in which “initial conditions” in the form of answers to instrument survey questions that seem small in isolation invariably lead to significant compounding errors in the sequence of decisions that progress over the course of the criminal justice process. As criminal justice increasingly relies on algorithmic tools for decision support, it creates a butterfly

---

8. This binary view of racial stratification in the criminal justice process warrants a note on terminology. In a caveat to her article on bias in risk assessment, Mayson (2019) laments references to race “in the crass terminology of ‘black’ and ‘white.’ This language reduces a deeply fraught and complex social phenomenon to an artificial binary.” Sandra G. Mayson, Bias In, Bias Out, 128 YALE L.J. 2218, 2226 (2019). Huq (2019) shares a similar caveat: “[a] focus on a black-white binary is warranted here as a way of clarifying the fundamental conceptual stakes. It is obviously inadequate as a general account of racial equity in policing, and I do not intend it as such.” Aziz Z. Huq, Racial Equity in Algorithmic Criminal Justice, 68 DUKE L.J. 1043, 1103 (2019). I share this sentiment, only adopting this coarse-grained partitioning of groups of people for purposes of simplicity and consistency with existing literature. Ideally, we will move beyond this taxonomy and into one that better reflects the complexity of racial makeup in America.

9. Edward Lorenz, Predictability: Does the Flap of a Butterfly’s Wings in Brazil set off a Tornado in Texas?, Association for the Advancement of Science 139th Meeting (1972).

effect of racial bias, with statistical errors in one domain (e.g., pretrial detention) magnified and ingested by the next domain (e.g., sentencing), followed by further compounding (e.g., classification), followed by even more algorithmic assessments for everything from prison misconduct predictions to parole decisions.

This Article will provide a better understanding of cascading effects by connecting the demonstrable existence of racial bias in algorithmic tools with existing literature on downstream impact, thus placing both of these observed phenomena into a broader context. Downstream impact is often referred to in literature as “disparate impact” and is used in different contexts with different meanings. Chouldechova (2017) and Mayson (2019) both reference disparate impact to place a focus on the fairness of decisionmaking outputs from a given algorithm, thus narrowly focused on a point in time defined by a procedural decision. Chouldechova (2017) goes on to assert disparate impact is a “social and ethical concept, not a statistical concept.” Huq (2019) makes reference to “spillover effects,” writing that these effects “for Black families and communities appear to be larger in magnitude than the spillover effects in white communities, even controlling for the extent of coercion.” There is a large body of research that isolates specific elements of ensuing impact and provides deeper understanding of each element, inclusive of statistical correlations to earlier procedural decisions, many of which have been shown to include a racial bias. This Article will provide a synthesis of this body of work to frame the broader context of cascading effects on Black defendants.

For purposes of this Article, we will restrict the discussion to exclude predictive policing and begin with risk assessment algorithms at the point of arrest through incarceration and reentry. We will consider the cascading effects of racial bias in the initial FTA and recidivism assessments on both subsequent assessments in the criminal justice process and following reentry into society and re-integration into family, social networks, and the work environment.

Section I will focus on error propagation and cascading effects by considering proxy domains—that is, fields other than criminal justice and sentencing—in which error compounding, domino effects, and propagation patterns have been observed and studied, as well as chaos theory as a proxy to understand these complex interactions. Section II will focus on the assessment instruments themselves and the history behind their pervasive presence, including the main elements of the criminal justice process in which algorithms play a role and the progression of technology advances that motivates their increasing adoption. Section III will discuss the well-researched problem of racial bias in algorithmic assessment.

12. Mayson, supra note 8, at 2218.
13. Chouldechova, supra note 11, at 154.
14. Huq, supra note 8, at 1105.
instruments, with particular attention to ProPublica’s 2016 research\textsuperscript{15} and the ongoing debate centered on tension between definitions of “fairness” and “accuracy.” Section IV will expand the investigation of cascading effects by connecting research on racial bias in algorithmic instruments to statistical correlations between decisions in criminal procedure and their ensuing impact, including post-release effects. Section V will propose an agenda for follow-on research and describe concrete steps available to policymakers and legislators to provide interventions to mitigate the cascading effects that play out every day in the U.S. criminal justice system.

I. CASCADING EFFECTS

The cascading effects of bias that compound and propagate through a system or process begin with the accuracy of a given algorithmic prediction. For algorithms that predict the likelihood that individual data points will fall into predetermined categories, accuracy is calculated as the sum of correct predictions.\textsuperscript{16}

But these systems rarely exist in isolation—they are often part of a process in which the outputs of one algorithm either indirectly influence or provide the inputs to the next algorithm. If any algorithm in a sequence has a systematic error caused by biases in data, then the net result is obviously biased. But if more than one algorithm in the process is producing systematic errors, then those errors are compounded as the sequence unfolds in a linear fashion, often with no feedback loop for correction of errors. Empirical research into cascading effects in the criminal justice domain is lacking. Hellman (2017) describes “compounding injustice” as an effect of “indirect discrimination,” i.e., the disparate impact of “an action that exacerbates the harm caused by the prior injustice because it entrenches the harm or carries it into another domain.”\textsuperscript{17} This characterization is principally correct but falls short of addressing the compounding of systematic errors in the statistical or algorithmic sense.

Because, to a growing extent, the conveyance of harm to multiple domains within the criminal justice process occurs algorithmically, this Article takes a generalized view of cascading effects by looking to other domains in which the phenomenon of compounding errors and cascading effects have been researched and studied. We can utilize these domains as proxies to draw inferences about how systematic errors in assessment algorithms compound as they make their way through the criminal justice process.


\textsuperscript{16} “Accuracy” in this context refers to the closeness of a measured value to a known value. In binary classification, a confusion matrix (or error matrix) is a two-by-two table that describes the rate of true negatives (TN), true positives (TP), false negatives (FN), and false positives (FP). Accuracy = (TP+TN)/(TP+FP+TN+FN). See generally Kurtis Pykes, \textit{Confusion Matrix “Un-confused”: Breaking down the confusion matrix}, TOWARDS DATA SCI. (Feb. 16, 2020), https://towardsdatascience.com/confusion-matrix-un-confused-1b98deee0d7f [https://perma.cc/4998-7V5Z].

**A. Proxy Domains**

In the domain of employment law, Kessler (2017) looks at categories of employment discrimination such as disparate treatment, disparate impact, and sexual harassment. She describes these phenomena as “compartmentalized,” and thus not reflective of the reality that they are often experienced concurrently, arguing that “various types of exclusion often add up to significant inequalities, even though seemingly insignificant when considered in isolation.” The resultant cascading effect stems from the interactions among variables with complex cross-correlations, in which “worker inequality often results from a series of discriminatory conditions or triggers that combine and interact in ways that, over time, may lead to large differences in employee status and pay due to their cumulative and mutually reinforcing nature.” This discriminatory cascade can begin with something as innocuous as a name, as O’Neil (2017) describes, recounting a research study in which fake résumés were submitted for job openings, with each résumé having comparable qualifications, but modeled for race: “[h]alf featured typically white names like Emily Walsh and Brendan Baker, while the others with similar qualifications carried names like Lakisha Washington and Jamal Jones, which would sound African American. The researchers found that white names got fifty percent more callbacks than the Black ones.” These human prejudices appear as patterns in data, which are then defined mathematically, expressed as rules in the form of algorithms, and thus embedded into algorithmic decision systems. A biased outcome will result, triggering subsequent discriminatory outcomes that are often non-obvious in isolation but accumulate over time. As Kessler (2017) writes, “by failing to recognize the dynamic, interactive processes . . . legal and political discourses on discrimination mask the pervasive and powerful role of institutions in creating inequality.” The institution that is the criminal justice system has a number of parallels to workplace discrimination, but none more insidious than the increasingly pervasive role of algorithms and their dynamic dependence on each other.

In the world of global finance, statistical methods are employed to study market fluctuations and cross-correlations among variables. Unlike the criminal justice system, financial markets are subject to assumed randomness, but nonetheless offer a partial understanding of the complex mathematical interactions between attributes and resultant cascading effects, often described in literature as “financial contagion.” Degryse and Nguyen (2004) describe how “[c]ontagion on interbank

---

19. Id.
markets can occur . . . when the collapse of a bank induces a domino effect.” The article goes on to explain the process through which:

The failure of one individual bank may initiate a domino effect if the non-repayment of interbank obligations by the failing bank jeopardizes the ability of its creditor banks to meet their obligations to their (interbank) creditors. Contagion occurs then ‘mechanically’ through the direct interlinkages between banks. Domino effects may arise across regions or bank types.

In this context, “mechanically” is a partial reference to the computerized, algorithmic systems characteristic of modern banking and the digital connections required to process transactions at scale. In the midst of the global financial crisis, Degryse, Elahi, and Penas (2010) used aggregate cross-border liability risk exposures to further describe how non-repayment of foreign debts “starts a domino effect that impacts other banking systems worldwide.” But the impact of the financial crisis was felt far beyond the banking system, with domino effects propagating through society and the lives of individuals. The impact on American cities is described by Dickerson (2009) as “a devastating effect . . . because of the lower [tax] revenues . . . due to properties which are now less valuable.” The domino effect is directly traceable to reductions in municipal services, urban blight due to home vacancies, increases in violent crime, arsons committed by homeowners in financial distress, and homelessness, all of which place a further strain on police departments and social services.

In healthcare, cascading effects have been widely studied in regard to specific diagnoses and courses of treatment involving narrowly defined diseases and medical conditions, all involving complex sets of interdependent variables and patient attributes.

For purposes of this Article, however, the most relevant analog is the occurrence of medical error, which (excluding COVID-19) is the third most common cause of death in the United States. Coughlan, Powell, and Higgins (2017) describe adverse outcomes in pregnancy, labor, and delivery as having “a domino effect with three groups being involved — the patient (first victim), the staff (second victims) and the

---
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29. Maité Garrouste-Orgeas et al., Overview of Medical Errors and Adverse Events, 2 ANNALS INTENSIVE CARE 2, 2 (2012).
organization (third victims).” Ellahham (2018) takes an even broader view with regard to medical error, writing:

The entire health care system works as a single entity; hence, if one component falls, all the others fall, creating a domino effect. Identifying the vulnerable component of the health care framework and providing adequate support to it can possibly break this cycle and protect other members from the possible collapse.

The study of these effects entails an understanding of the social science and human psychology behind the impact a medical error has on all actors in the healthcare system: the patient and his/her family, the healthcare professional who committed the error, the hospital support and administrative staff, the healthcare organization and its corresponding reputation, and the healthcare community generally, whose very existence relies on the public trust. This broader view is instructional, as the net effect of bias in criminal justice has a similar impact radius on friends, family, employers, and socioeconomic status, all of which are subjects of pretrial risk assessment survey questions in the event an offender is re-arrested.

Domino effects are also studied widely in safety engineering, with particular attention given to risk modeling, frequency estimation, and propagation patterns of accident chains. Like financial markets, the triggering catalyst in industrial accidents, the “primary event,” is often what Taleb (2007) calls a “Black Swan,” a statistical outlier that is rare, improbable, and not reasonably foreseen. Regardless, the propagation pattern of the resulting domino effect can be modeled using what Khakzad, Khan, Amyotte, and Cozzani (2013) describe as “units” in process engineering, writing:

[P]otential secondary units are those adjacent units that are more likely to contribute to the domino effect. The inclusion of secondary units in the domino effect not only intensifies the accident, causing more severe consequences, but also helps the domino effect escalate to the next level by impacting tertiary units. The escalation vectors originating from secondary events in turn trigger other accidents.

With respect to bias in risk assessment instruments, a pretrial detention is analogous to a “primary event, and “units” are analogous to the decisions in criminal procedure that follow. “Escalation vectors” are simply the presence of bias in subsequent decisions that serve to extend the net effect far beyond parole and reentry into society.

33. Coughlan et al., supra note 31.
B. Chaos Theory and the Law

Lorenz (1972) pioneered chaos theory in the course of studying mathematical modeling of weather patterns, but the field of study quickly expanded beyond meteorology and into virtually every other branch of science. The systems studied in chaos theory are deterministic: given a known initial state, one can theoretically predict the future state. Risk assessment instruments are technically probabilistic models, given their focus on likelihoods, in that they classify offenders by matching them with known groups of offenders with similar attributes. That said, the evolving approach to assessing recidivism risk has over time placed more emphasis on a more precise measurement of “initial state,” as evidenced by, for example, the 137-question COMPAS pretrial assessment survey. One could conclude that, in practice, modern risk assessment instruments are deterministic: a fixed set of inputs will produce the same outputs with every iteration, but a small change to inputs can lead to a significantly changed output over time.

Application of chaos theory to the legal domain exists in literature, building on Tribe’s (1989) advocacy for use of analogies from the physical sciences in understanding the law. Scott (1993) invokes chaos theory as a proposal to resolve contradictions and disorder in the legal system, writing, “even when we understand interactions very well, and even when the applicable laws are quite accurate and clear, results in specific cases still can be impossible to predict—even though recurring patterns are discernable and remarkably durable.” The article goes on to assert, “[b]y explicitly applying [chaos theory] to law, it becomes clear that even slight differences in the facts of cases result in wildly disparate judicial outcomes.” Hayes (1992) provides a view on applying the theory in the legal domain, writing “chaos is essential to understand law, and jurisprudence ignores chaos at its risk.” Regarding risk assessment, if one considers a classification scale as a set of “smooth edges” that exist between high, medium, and low risk, “chaos theory shows that . . . just as fractal shapes have complex borders rather than smooth edges, legal rules and doctrines also require careful examination to determine on which side of the jagged line a specific case lies.” Possibly foreshadowing the law’s increasing reliance on scientific method to predict outcomes, Reynolds (1991) suggests the legal profession can overreach, writing:

[L]awyers generally demand more from our theories than do scientists nowadays; we try too hard to find theories that predict outcomes, and we despair unnecessarily.

36. Lorenz, supra note 9.
40. Id. at 348.
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when such efforts fail. Worse yet, we do these things largely out of a misguided effort to be ‘scientific,’ when scientists themselves have managed to come to terms with uncertainty, and even to put it to work.43

Algorithmic risk assessments have two key attributes that ring familiar to students of chaos theory: extreme sensitivity to small changes to initial conditions (e.g., survey answers), and recursion (i.e., taking the result of one decision and applying it to the next). For Black defendants in the criminal justice system, these two attributes are constant companions, as assessment surveys are administered with bias encoded in the instrument, and the algorithmic predictions that result set in motion a cascading, irreversible sequence of events that serve to magnify the effects of bias.

II. ALGORITHMIC ASSESSMENT

Consequential decisions in criminal justice are increasingly subject to influence by algorithmic decisionmaking and decision-support technologies, inclusive of risk assessment tools. The advent of risk assessment tools in recent decades needs to be considered in the context of policy changes and public attitudes toward crime and punishment that have invariably led to mass incarceration in America.

The early 1970’s marked the era in which the prison system in America moved from a rehabilitative system to a punitive one.44 The catalyst was the “War on Drugs,”45 as it was termed by President Richard Nixon in 1971, and his declaration that drug abuse was “public enemy number one.”46 Legislation such as the Comprehensive Drug Abuse Prevention and Control Act of 197047 sought to address (among other things) the local distribution and possession of controlled substances. By 1973, there were over 300,000 arrests reported by the FBI’s Uniform Crime Reports (UCR) for drug law violations, out of a total 9 million arrests nationwide for all offenses.48 Thus began an exponential growth of incarcerated Americans, inclusive of inmates in state prisons, local jails, and federal prisons, with incarceration rates highest in the South and lowest in the Northeast.49 This context is important to consider in any discussion of history’s evolving views and tactics employed to differentiate lower-risk offenders from higher-risk offenders and the role of immutable factors
in assessing risk. Against this backdrop, we will consider what Bonta and Andrews (2007) describe as four generations of risk assessment used in criminal justice: (1) professional judgment; (2) evidence-based tools; (3) evidence-based and dynamic assessments; and (4) systematic and comprehensive assessments. This Section will briefly survey these generations, and then discuss their applications.

A. Four Generations of Risk Assessment

The first generation of risk assessment is marked by the period up to and including the 1960s, in which assessment of risk was clinically rendered by professionals in correctional roles, as well as professionals trained in psychology and social work. The goal was to predict “dangerousness,” and first generation efforts were rife with false positives, with some studies in the 1960s and 1970s identifying between 54 and 99 percent of participants as “dangerous.” Because of its sole reliance on opinion, professional judgement was comparatively unstructured, and hence inconsistent, relative to the data-driven approaches that would come to dominate the risk assessment domain in the 1970s, commonly thought to be the beginning of the “tough on crime” era.

The second generation of risk assessment was defined by evidence-based, or “actuarial,” tools to consider individual characteristics for the purpose of assigning quantitative scores. As Skeem and Monahan (2011) write, “[n]o distinction in the history of risk assessment has been more influential than Paul Meehl’s (1954) cleaving the field into ‘clinical’ and ‘actuarial’ (or statistical) approaches.” The ability to quantify recidivism risk based primarily on static factors such as criminal history was a step change in accuracy and consistency when compared to professional opinion. Bonta and Andrews (2007) point to two shortcomings. First, this generation of tools relied on statistical correlations between recidivism and historical data, and did not predicate scores on establishment of causal linkage. Second, the static, backward-looking factors used to compute risk scores are immutable and assumed that only past behavior is considered for assessment of future risk. The Violence Risk Assessment Guide (VRAG) and General Statistical Information for Recidivism (GSIR) are examples of second-generation tools by virtue of their primarily static risk predictors.
The third generation of risk assessment built upon research of the late 1970s and early 1980s. The new approach augmented scores based on historical, static data, by considering:

[D]ynamic items investigating the offender’s current and ever-changing situation. Questions were asked about present employment (after all, one can lose a job or find a job), criminal friends (one can make new friends and lose old friends), family relationships (supportive or unsupportive), etc. The third generation risk instruments were referred to as ‘risk need’ instruments and a few of these were also theoretically based.58

This era of tools was marked by consideration of “criminogenic needs,” referring to factors statistically correlated to recidivism.59 Criminogenic needs in this era were generally comprised of categories referred to as the “Big Four”: antisocial behavior, antisocial personality pattern, antisocial associates, and antisocial cognitions.60 This generation of risk instrument introduced the risk-need-responsivity model,61 in which the risks and needs of the offender influence decisions about rehabilitative programs and the environments into which they are placed. The main goal of this evolved approach is to consider an offender’s changing life circumstances and to understand dynamic risk factors. This understanding would lead to targeted interventions against specific risk factors, thus theoretically reducing an offender’s risk profile. Examples of third generation tools are Level of Service Inventory-Revised (LSI-R),62 Historical, Clinical, and Risk Management Violence Risk Assessment Scheme (HCR-20),63 and the Violence Risk Scale (VRS).64

The mid-2000’s saw the arrival of fourth generation risk assessment tools, which are more sophisticated based on their inclusion of a broader range of criminogenic needs/factors related to life circumstances that were previously not considered. The “Big Four” criminogenic needs categories evolved to become the “Central Eight”: family dynamics, work/vocation, substance abuse, leisure/recreation, peer relationships, emotional stability/mental health, criminal attributes, and residential stability.65 This level of sophistication enables more fine-grained measures of the probability that an offender will re-offend, but as we have observed in data science generally, increasing sophistication in predictive models leads to decreasing explainability. The application of advanced approaches, like machine learning, to enable models to dynamically adjust to new data has heightened the explainability challenge. Examples of fourth generation tools are Level of Service/Case Management

63. Yang et al., supra note 56.
64. Id.
The primary application of assessment instruments has generally been in support of decisions regarding FTA risk and pretrial recidivism risk; but over the course of these generational shifts in risk assessment instruments, their application has expanded, with instruments used today for FTA risk, pretrial risk for both recidivism and violent recidivism, objective classification, sentencing, and parole. Most assessment instruments are driven by classification algorithms used to group offenders by risk levels of low, medium, and high. In 2019, the Electronic Privacy Information Center (EPIC) conducted a survey of state practices and usage, and estimated that there are approximately 35 assessment instruments in use in the United States, spanning every state except Massachusetts and New Hampshire, where usage is currently the subject of evaluation and debate. The instrument landscape is a mix of commercial off-the-shelf products adapted to local jurisdictions and custom-built instruments, tailor-made for a particular jurisdiction’s use. As EPIC describes, “[t]he functions vary between pre-trial, sentencing, prison management, and parole. Most of these tools, including their existence, are largely opaque and change often.” The economics of risk assessment in the last decade have become increasingly favorable, with cheaper access to and storage of data and cheaper computation leading to more resources available for algorithmic decision support systems. The landscape of tools and their applications is highly variable across jurisdictions, with no consistent set of guidelines or statutory requirements beyond constitutional requirements for due process and equal protection.

B. Applications

1. Pretrial

The broadest application of risk assessment instruments is in the pretrial phase, for assessment of FTA risk, risk of recidivism, and risk of violent recidivism. As Foote (1956) famously said, “[p]retrial decisions determine mostly everything.” While fairness has always been a foundational goal of the criminal justice system, the...
continued pursuit of accuracy is underscored by the generational shifts in assessment approach, and increasingly, technology. To that end, use of algorithmic tools in criminal procedure has its origins in FTA assessment, which is simply a binary decision regarding whether or not an individual is likely to return for a scheduled court appearance: high-risk individuals for FTA are detained, while the remainder are released, either on their own recognizance or after posting bail. While all fifty states and the District of Columbia maintain constitutional and statutory guidelines for pretrial release eligibility, judges exercise additive discretion in order to protect victims and the public, often with the help of assessment risk scores. Pretrial assessments expanded into recidivism risk estimates as tools and approaches increased in complexity and sophistication, with the intent of giving judges the ability to differentiate low-risk individuals from high-risk individuals, and to understand who among the latter was likely to be violent.

The risk assessment is generally administered via questionnaire following an arrest and booking, often without a lawyer present. In the case of COMPAS, a survey of 137 questions provides the inputs for an algorithmic model, the output of which will have long-lasting impact on the life of the defendant. It is not uncommon for an indigent defendant to meet their attorney at the bail hearing, at which neither are assured visibility into what resources the judge may or may not use to make a detention or bail decision. At that hearing, however, a classification of low risk, medium risk, or high risk will set in motion a cascading chain of consequential, and often irrevocable, decisions.

2. Sentencing

Sentencing is seeing an increasing use of assessment tools. As discussed above, the use of an assessment instrument for sentencing, judicial reliance on algorithmic tools, and the black box problem were the central points of contention in a landmark 2016 Wisconsin Supreme Court case, State v. Loomis. Eric Loomis, a defendant arrested for operating a vehicle used in a drive-by shooting, pled guilty to a lesser charge and was assessed for pretrial recidivism risk, general recidivism risk, and violent recidivism risk, scoring high on all three. At sentencing, the instrument used by the judge, COMPAS, did not allow for transparency into the calculation of Loomis’s high-risk scores. Loomis sued, alleging violation of his due process rights. The court disagreed and held that use of an assessment instrument in sentencing is permitted, as long as its documented purpose is decision support and not sole reliance.

The case gave rise to debates about what degree of reliance was appropriate and the role of self-interest. Kehl, Guo, and Kessler (2017) write, “[the judge] may simply
take a risk-averse approach and impose more stringent sentences on criminals who are labeled high risk in order to avoid potential blame for a high-risk criminal who received a less severe sentence and ultimately did reoffend.” In a jurisdiction like Wisconsin where judges are elected, they go on to note, “[i]t is difficult to imagine that a ‘high risk’ label will not result in a longer sentence.”

3. Classification

Following conviction and sentencing, more algorithms await offenders in the form of objective classification systems to predict prisoner misconduct, assess the level of security required, and determine where a prisoner will be housed and the level of supervision they will receive. As Bench and Allen (2003) explain, “[a]lthough the influence of objective classification systems on the operation of the American prison system cannot be denied, it has received only moderate attention from researchers.”

Coincident with second generation risk assessment, the shift from subjective determination of institutional placement to an objective, formulaic approach took place in the 1980s. Since that time, all fifty states have implemented an objective classification system.

Risk assessment instruments are not used for objective classification. As Austin (2003) explains, risk assessment instruments:

[H]ave been normed on samples of persons placed on probation or parole based on their arrest, supervision violation, or re-incarceration rate and should not to be used for making custody/security designations. Although some of the factors used in risk assessment are the same factors used for prison classification, there are several that either do not apply (e.g., current employment status, current marital status, etc.) or are not predictive of prison conduct (e.g., age at first arrest, associations with criminal peer groups, etc.).

There are two systems within this domain, external and internal. Austin (2003) writes:

External classification places a prisoner at a custody level that will determine where the prisoner will be housed. Once the prisoner arrives at a facility, internal classification determines which cell or housing unit, as well as, which facility programs (e.g., education, vocational, counseling, and work assignments) the prisoner will be assigned.

The inputs to these algorithmic systems are driven not by self-administered surveys or questionnaires but by official documentation of age, gender, histories of
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violence and mental illness, gang membership, and recent (past 12 months) disciplinary actions. Periodic reassessment during incarceration is common.81

4. Reentry and Parole

Offenders eligible for parole are subject to a pretrial release assessment to advise on reentry and parole risk. According to the U.S. Courts Probation and Pretrial Services Office, “Federal judiciary policy in the 1970s required probation officers to classify persons under supervision into maximum, medium, and minimum supervision categories dependent upon the nature and seriousness of the original offense, extent of prior criminal history, and social and personal background factors in the individual case.”82 Today, this process is carried out using tools such as COMPAS, PCRA, and more situation-specific instruments such as Inmate Prerelease Assessment (IPASS),83 for example, which is used for offenders in need of continued 12-step attendance and treatment entry. Some institutions specify and require certain risk instruments be used. As Conti-Cook (2019) explains, “COMPAS is embedded in the actual [New York State Corrections and Community Supervision] directive . . . they’re intertwined. This is part of their regulation.”84 In any case, the approach is consistently actuarial: surveys and questionnaires provide inputs to algorithmic classifiers of risk and need.

It is worth noting that while sentencing and parole proceedings are equally represented in this discussion as steps in the criminal justice process, the procedural protections afforded offenders who find themselves in these two phases are not equivalent. As McGarraugh (2013) writes, “despite the uncertainty regarding the precise limits of required procedural protection, several things are clear: the right to counsel, evidentiary standards, and the qualifications of the decision-maker are distinctly different at sentencing and parole.”85

From the point of arrest, through conviction and incarceration, and to reentry into society, an offender could be the subject of as many as eight consequential decisions that are either determined or influenced by algorithms. FTA, pretrial recidivism, general recidivism, violent recidivism, sentencing, objective classification (both internal and external), risk of reentry, and parole supervision levels are all subject to actuarial calculations, in which the outputs of one algorithm can bias the inputs of a subsequent algorithm. It is a well-known phenomenon in data science that bias produces systematic errors, which are amplified and compounded in a sequence of
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successive calculations. The errors produced by racial bias are especially troubling, as the dramatic increase in use of algorithmic tools in criminal justice is taking place against a decades-long backdrop of mass incarceration of African Americans.

III. THE BIAS PROBLEM

Bias in this context is a double entendre: it refers to the colloquial meaning of “a personal and sometimes unreasoned judgment,” as well as the data science meaning of, “systematic error introduced into sampling or testing by selecting or encouraging one outcome or answer over others.” When it comes to artificial intelligence’s (AI) potential risks and ethical challenges, bias in machine learning algorithms is among the discipline’s most studied domains, and scholarly research in recent years reflects this expanded focus. While bias in machine learning was first introduced by Mitchell (1980), the meaning has since become increasingly focused on biases relating to gender, race, and ethnicity reflected in training data. Consequently, societal prejudices toward groups of people are reflected in data used to develop algorithmic models, which O’Neil describes as “weapons of math destruction.” The biases lurking within these models are impediments to fairness that appear in different forms, both in society and in the legal domain. Gender bias and stereotyping, for example, appear in our everyday language that is subsequently used to identify images in computer vision models that ascribe femininity to cooking. These same stereotyping issues affect the AI discipline of natural language processing applications used in personal assistants and conversational bots, which are likely to presume doctors are men and nurses are women. The issue of racial bias in particular has proved problematic in the algorithmically-driven world of banking, with a recent Berkeley study showing that lenders charge otherwise-equivalent Latinx/African American
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borrowers higher rates for purchase and refinance mortgages, costing $765M yearly.95 Online commerce saw a similar effect in 2016, when Amazon introduced an upgrade to its Prime service, Prime Free Same-Day Delivery, in 27 metropolitan areas in the United States. Shortly thereafter, a Bloomberg analysis revealed that several of the cities included predominantly Black ZIP codes that were 50 percent less likely to have the new service.96 These examples of numbers-driven decisionmaking are all too common: with no overt intent to discriminate, a myopic focus on a narrowly defined outcome nonetheless reinforces inequality along racial and socioeconomic lines. As Eubanks (2017) describes, “[i]t is mere fantasy to think that a statistical model or a ranking algorithm will magically upend culture, policies, and the institutions built over centuries.”97

In August 2014, Attorney General Eric Holder spoke at the annual meeting of the National Association of Criminal Defense Lawyers.98 In a speech touting the introduction of data-driven reforms, he also warned about the potential for unintended consequences, remarking:

Legislators have introduced the concept of “risk assessments” that seek to assign a probability to an individual’s likelihood of committing future crimes and, based on those risk assessments, make sentencing determinations. Although these measures were crafted with the best of intentions, I am concerned that they may inadvertently undermine our efforts to ensure individualized and equal justice. By basing sentencing decisions on static factors and immutable characteristics – like the defendant’s education level, socioeconomic background, or neighborhood – they may exacerbate unwarranted and unjust disparities that are already far too common in our criminal justice system and in our society.”99

It foreshadowed what would come two years later, in May 2016, when ProPublica’s Angwin, Larson, Mattu, and Kirchner (2016) published the results of an analysis of COMPAS assessments from the Broward County Sheriff’s Office in Florida.100 The study built on existing research, data from the Florida Department of Corrections, and over two years of Freedom of Information Act (FOIA) requests.101
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A. ProPublica and COMPAS

ProPublica’s analysis of COMPAS represented a quantified realization of the long-held concern that historical racial bias in the criminal justice system would become encoded in algorithmic tools in use today. The findings revealed racial inequalities in risk scores, reporting:

[T]he algorithm made mistakes with Black and white defendants at roughly the same rate but in very different ways. The formula was particularly likely to falsely flag Black defendants as future criminals, wrongly labeling them this way at almost twice the rate as white defendants. White defendants were mislabeled as low risk more often than Black defendants. 102

The study focused on “Risk of Recidivism” and “Risk of Violent Recidivism,” and the core findings were unambiguous: “Black defendants were 77 percent more likely to be pegged as at higher risk of committing a future violent crime and 45 percent more likely to be predicted to commit a future crime of any kind.” 103 To eliminate the possibility that the disparity was simply due to criminal history and the type of crime for which individuals were arrested, the analysis included a logistical regression test that “isolated the effect of race from criminal history and recidivism, as well as from defendants’ age and gender.” 104

The company that developed COMPAS, Northpointe (now Equivant), published a formal rebuttal response arguing, among other things, that measures of accuracy of risk scores should be considered relative to “base rates of recidivism,” and that it is “not proper to make an assessment of racial bias” without this consideration. 105 In this context, “base rate” refers to the respective rates at which Black and white defendants are arrested for new crimes. Because Black people in the United States are twice as likely to be arrested than white people, 106 the “base rates” argument suggests that one should simply expect Black defendants to receive a higher score, commensurate with the difference in base rates.

In other words, Northpointe asserted that “fairness” is achievable with “accuracy” 107 if one accounts for this historical pattern of over-policing communities of color to predict who is likely to be arrested in the future. In reference to socially disadvantaged groups, Hannah-Moffat (2011) writes:

---
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These issues are important to the ethics of decision making because the base rate estimates for recidivism may actually be lower in the general offender population than what is predicted on risk assessment instruments. This may result in the possibility that a more severe penalty is administered on the basis of a risk assessment tool that inflates the actual risk posed by certain groups of offenders.108

The ProPublica examination of COMPAS and Northpointe’s subsequent response motivated a number of scholarly research efforts in the wake of the analysis to investigate the findings and answer the question posed by ProPublica’s Angwin and Larson (2016): “[s]ince Blacks are re-arrested more often than whites, is it possible to create a formula that is equally predictive for all races without disparities in who suffers the harm of incorrect predictions? Working separately and using different methodologies, four groups of scholars all reached the same conclusion. It’s not.”109 A team of Stanford researchers, Corbett-Davies and Pierson (2016), wrote, “[i]f Northpointe’s definition of fairness holds, and if the recidivism rate for Black defendants is higher than for whites, the imbalance ProPublica highlighted will always occur,” and went on to describe ProPublica’s findings as mathematically “inevitable.”110 Another group of researchers, Kleinberg, Mullainathan, and Raghavan (2016), concluded concurrent achievement of fairness and accuracy are elusive, writing “[w]e formalize three fairness conditions that lie at the heart of these debates, and we prove that except in highly constrained special cases, there is no method that can satisfy these three conditions simultaneously.”111 Subsequent research from Flores, Lowenkamp, and Bechtel (2017) was highly critical of ProPublica’s methodology and conclusions, stating:

Just as medicine uses actuaries to inform patient prognoses and the auto insurance industry uses actuaries to inform probabilities of risky driving behavior, the COMPAS is based on an actuary designed to inform the probability of recidivism across its three stated risk categories. To expect the COMPAS to do otherwise would be analogous to expecting an insurance agent to make absolute determinations of who will be involved in an accident and who won’t. Actuaries just don’t work that way.112

Cowgill and Tucker (2017) referenced the ProPublica study in a proposal for use of counterfactual explanation to measure bias and fairness in machine learning,

writing: “[e]ven if COMPAS were racially biased, it may not have affected defendants’ outcomes. If judges were already predisposed to sentence in a COMPAS-like way – e.g., they agreed independently with COMPAS – the tool would have no effect.”¹¹³ These research efforts argue that risk assessment instruments are still a step forward, albeit a marginal one, in fundamental fairness relative to the status quo.

B. Beyond ProPublica

The debate around the ProPublica study warrants broader examination into research that delves specifically into the question of racial bias in algorithmic assessment instruments and its potential impact on outcomes, inclusive of studies done both before and after 2016.

Two common elements are congruent with the ProPublica/Northpointe debate: the examination of fairness criteria and the inability to satisfy multiple conditions simultaneously. As Chouldechova (2017) points out, “[t]he differences in false positive rates and false negative rates cited as evidence of racial bias by [ProPublica] are a direct consequence of applying a [risk assessment instrument] that satisfies predictive parity to a population in which recidivism [base rates] differ across groups.”¹¹⁴ Huq (2019) investigates the disconnect between technical definitions of fairness and real-world implications, particularly as it relates to continued racial stratification in criminal justice, asserting: “[r]ather than asking about abstract definitions of fairness, a criminal justice algorithm should be evaluated in terms of its long-term, dynamic effects on racial stratification. The metric of nondiscrimination for an algorithmically assigned form of state coercion should focus on the net burden thereby placed on a racial minority.”¹¹⁵ Hao and Stray (2019) take a unique approach, creating an interactive online tool, based on COMPAS, for readers to assume the role of a data scientist and obtain firsthand experience with the statistical conundrum created by differing approaches to “fairness.”¹¹⁶

Another common theme revolves around the inescapability of patterns of racial bias in historical data, and the lack of understanding amongst risk assessment practitioners. As Benjamin (2019) writes, “the practice of codifying existing social prejudices into a technical system is even harder to detect when the stated purpose of a particular technology is to override human prejudice.”¹¹⁷ In the context of sentencing decisions affected by actuarial risk instruments to predict general recidivism, Hannah-Moffat (2011) writes:
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Because the tools classify and promote interventions based on categories of offender risk (i.e. low, medium, high), risk technologies tend to de-individualize punishments and can shift and reorient sentencing practices in unanticipated ways. Moreover, legal and correctional professionals who use risk information in decision-making are unlikely to have considered the documented limitations about the science of risk, and frequently have only a limited understanding of the actuarial technologies they are using.118

The study goes on to reference automation bias in this context, noting that “[r]isk scores impart a moral certainty and legitimacy into the classifications they produce, ‘allowing people to accept them as normative obligations and therefore scripts for action.’”119 But most importantly, the study questions the ability to evade historical patterns in data to create an unbiased instrument:

The fact that actuarial risk assessments are typically created from the case files of subpopulations of incarcerated offenders raises concerns about the ability of any instrument to make an unbiased prediction of risk. Prison populations are not random; they are the products of past sentencing policies and patterns and they disproportionately represent Blacks, Aboriginals, and other socially disadvantaged groups.120

Proposals to mitigate biases in data are predicated on the existence of a net benefit to actuarial assessment generally, but Harcourt (2010) is not optimistic, stating that “risk today has collapsed into prior criminal history, and prior criminal history has become a proxy for race. The combination of these two trends means that using risk-assessment tools is going to significantly aggravate the unacceptable racial disparities in our criminal justice system.”121 Mayson (2019) goes further, questioning the usefulness of any attempt at prediction in this context, writing:

All prediction looks to the past to make guesses about future events. In a racially stratified world, any method of prediction will project the inequalities of the past into the future. . . . Algorithmic risk assessment has revealed the inequality inherent in all prediction, forcing us to confront a problem much larger than the challenges of a new technology. Algorithms, in short, shed new light on an old problem.122

The law prohibits inclusion of race as a factor for consideration, but “[i]t’s difficult to hide sensitive attributes from algorithms.”123 In reference to a COMPAS assessment, Benjamin (2019) notes that “the survey measures the extent to which an individual’s life chances have been impacted by racism without ever asking an individual’s race.”124 Race as a consideration is unwittingly encoded in data through

118. Hannah-Moffat, supra note 108.
119. Id. (quoting RICHARD V. ERICSON & KEVIN HAGGERTY, POLICING THE RISK SOCIETY (1997)).
120. Id. (omitting reference to cited studies).
122. Mayson, supra note 8, at 2218.
123. Author interview with Ece Kamar, Senior Researcher, Microsoft Research (January 2020).
124. BENJAMIN, supra note 117.
strong correlations between attributes like ZIP codes, income levels, credit ratings, and even a person’s name, among others. These immutable characteristics are often used as proxies for race and socioeconomic status, unbeknownst to the instrument’s user because of the black-box nature of modern predictive tools. As these models become more sophisticated and increasingly reliant on more cheaply available data, stronger correlations to race will be an unintended consequence of getting “better.” Furthermore, risk assessment algorithms are what statisticians call a “dynamic model,” in which more data leads to more learning, resulting in more model tweaks and adjustments. The degree to which different commercial vendors incorporate learning in the form of model updates is unknown, but the complexity of factors influencing the act of re-offending are constantly in motion. Additionally, there is no “ground truth” to which one can compare predictions that lead to pretrial detention. If an offender was falsely judged to be “high risk” for FTA and consequently detained, there is no way to know whether or not such a decision represented a false positive.

IV. IMPACT ON CRIMINAL JUSTICE

In the context of criminal justice, biases have long influenced decisions about how and where to deploy law enforcement resources, with low-income and minority communities bearing the brunt of “over-policing,” resulting in arrest statistics that are misaligned with general population demographics. African Americans comprise thirteen percent of the U.S. population, but represent twenty-seven percent of the arrests. Predictive policing tools encode these biases in algorithms to effectively automate decisions about where law enforcement conducts patrols and who will get arrested. While racial bias in predictive policing is not the subject of this Article, it does provide important context around who is more likely to be arrested, assessed for risk, and possibly detained.

A. Assessment, Detention, and Conviction

Studies correlating pretrial decisions to subsequent impacts are not new. Referring to the impact of bail on indigent defendants, Foote (1956) wrote, “[t]here is an extraordinary correlation between pretrial status (jail or bail) and the severity of the sentence after conviction, the jailed defendant being two or three times more likely to receive a prison sentence.” The cascading effects of algorithmic assessment and pretrial detention is quantified through synthesis of literature on specific elements of the criminal justice process. This process begins when an individual has been arrested.
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and charged, and the assessment survey is administered. It is followed by a hearing for those who can’t post bail immediately, which is typically very brief—sometimes as little as thirty seconds129—to review charges, read rights, assign counsel, and make the bail/release/detention decision. In this hearing, the judge considers a number of factors including the seriousness of the charge, strength of the evidence, flight risk, and ability to post bail.130 The “score” of the risk assessment for FTA and bail decisions is increasingly used as a decision support tool in U.S. courtrooms.

Given the presence of racial bias in pretrial risk assessment instruments, Black defendants have a greater likelihood of receiving a “high risk” classification, and hence pretrial detention, either because bail is denied or set a level that is financially unreachable. The New York state division of criminal justice did a 1995 review of disparities in processing felony arrests and found that in some parts of New York, Black defendants are thirty-three percent more likely to be detained awaiting felony trials than whites facing felony trials.131 Black youth are also vulnerable to cascading effects of pretrial detention. As Sikmund (2004) reports: “[w]hile youth of color represent about a third of the youth population, . . . they represent 61 percent of detained youth. Youth of color are disproportionately detained at higher rates than whites, even when they engage in delinquent behavior at similar rates as white youth.”132 An exploration of cascading effects starts with the impact of pretrial detention on likelihood of conviction, and it begins with a defendant’s circumstances. Most jurisdictions in the United States have rules to ensure constitutional and statutory protections in the form of a speedy trial; but even with these rules, any time at all behind bars has cascading effects. Because ninety-eight percent of cases are plea-bargained133 and never go to trial, pretrial detention often begins with an asymmetrical negotiation between a prosecutor with the ability to use a defendant’s time in detention as leverage and a defendant who has suddenly lost contact with family, employment, and other sources of social stability.

The subject of negotiation is the plea bargain, an offer of a reduced charge in exchange for a guilty plea, and many defendants take it. As Michelle Alexander explained in a 2017 documentary on Kalief Browder, “[a]lmost everybody pleads out, not because everybody is guilty, [but] because people crumble under the

pressure.”134 This leverage yields results: Williams (2003) finds that eighty percent of detained defendants are convicted, compared to sixty-six percent of released defendants.135 Stevenson (2018) finds that pre-trial detention leads to a 6.2% increase in the likelihood of conviction.136 Dobbie, Goldin, and Yang (2016) find that pre-trial release decreases the probability of being found guilty by 15.6% and decreases probability of pleading guilty by twelve percent.137 While statistical relationships between pretrial detention, bail, and conviction are not in dispute, as Lum, Ma, and Baiocchi (2017) point out, “much of the literature in this area was only correlative and not causal,”138 going on to “find a strong causal relationship between bail—an obstacle that prevents many from pre-trial release—and case outcome. Specifically, we find setting bail results in a thirty-four percent increase in the likelihood of conviction for the cases in our analysis.”139

Regardless of whether a case results in a conviction, pretrial detention nonetheless has long-lasting effects relating to the interruption of employment, as contacts with the formal labor market are severed during incarceration, even if the incarceration is to await disposition of one’s case. Dobbie et al. (2016) find that two years following the bail hearing, only 37.8% of detained defendants are employed, versus 50.9% of defendants who were released.140 Conversely, pretrial release yields employment stability benefits, as a released defendant’s probability of filing a tax return three to four years after the bail hearing increases by 4.3%, and probability of employment in the same timeframe increases by 10.2%.141

In the event of booking charges that do not result in a conviction, Lum, Boudin, and Price (2020) find that recommended levels of pretrial supervision (including detention) increased in twenty-seven percent of cases evaluated by a risk assessment instrument.142 While the study was not intended to investigate racial differences in recommended supervision levels, it did reveal that Black defendants had a higher likelihood of the instrument’s highest or second-highest risk category, writing:

Disaggregating the analysis by race shows that while Black individuals received unwarranted charge-based exclusions and [new violent criminal activity] flags at a higher rate than non-Black individuals, they did not receive increased recommendations at a substantially higher rate due to the fact that Black individuals were more likely to be classified in the higher risk groups even before charge-based
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increases are applied. This finding in and of itself may be worrisome to those who hope that risk assessment will close the racial gap in criminal justice outcomes.143

B. Sentencing and Classification

For detained defendants that are convicted, sentencing and classification determine both the length of incarceration and level of custody (e.g., medium security vs. maximum security). These decisions are algorithmically influenced at a minimum, but often decided by instruments, with the linkage to pretrial detention firmly established. Defendants who are detained pretrial are more likely to be sentenced to incarceration and have longer sentences than those who are released.144 Dobbie et al. (2018) revealed a similar finding: compared to defendants who were released, defendants who were detained pretrial were fifteen percent more likely to be incarcerated, and received prison sentences that were 264.6 days longer on average.145 Risk assessment instruments are routinely used in sentencing decisions, in concert with sentencing guidelines, and use immutable characteristics to arrive at a risk score. In Virginia, the Commonwealth developed an instrument specifically for sentencing, which “tallies demerits for past crimes with additional penalties for demographic characteristics found to be correlated with the commission of crime. Thus, a young, unemployed, never-married man is considerably more likely to face jail time than an older, divorced woman who held a job prior to committing an identical crime.”146

Correlations to race are embedded in these characteristics and are consequently encoded in the calculations used to produce a score. Studies of sentence as a function of race have shown a statistical correlation. Using data compiled by the United States Sentencing Commission (USSC), Doerner and Demuth (2010) studied the joint effects of immutable characteristics, such as race, gender, and age on sentencing decisions in U.S. federal courts, and found that “Hispanics and Blacks, males, and younger defendants receive harsher sentences than whites, females, and older defendants after controlling for important legal and contextual factors,”147 adding that “young Black male defendants receive the longest sentences.”148 The USSC stated in 2010 that in the federal system Black offenders receive sentences that are ten percent longer than white offenders for the same crimes.149 The Sentencing Project reports that African Americans are twenty-one percent more likely to receive mandatory
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minimum sentences than white defendants and twenty percent more likely to be sentenced to prison than white drug defendants.150

Objective classification algorithms ingest and magnify bias by using outputs of previous steps in the process—charge(s) for which the defendant was convicted and the resulting sentence—to influence the inputs for the subsequent step of determining custody level for incarceration and the facility programs for which the defendant will be placed. The custody level—minimum, medium, close, maximum—is determined by associations between prisoner attributes and prisoner misconduct. These attributes include “predictive factors,” such as history of violence, mental illness, gang membership, non-participation in programs, and recent disciplinary actions.151 Classification assessments also include factors that are “non-predictive” of misconduct, such as length of sentence and severity of offense.152 The link between pretrial detention and these factors is easily inferred; any time behind bars subjects a defendant to risk of exposure to violence, and thus greater likelihood of documented disciplinary infractions while detained.

If defendants who are detained pretrial receive longer sentences on average, then the length of a sentence as an input to a classification algorithm cascades the bias from one domain (pretrial detention) to another (custody level for incarceration). A secondary classification assessment is conducted to advise on prisoner enrollment into facility programs, such as education programs, vocational training, counseling, and work assignments. This decision is also influenced by immutable factors in which racial disparity is encoded: education level, employment status, and history. Education and vocational training are desirable options for incarcerated persons who, for example, intend to use their time behind bars to prepare for successful reentry into society. However, a classification assessment that limits or directs an offender away from educational programs will indirectly increase the probability that they will re-offend, as Fasenfest and Case (2004) discovered, writing, “having a college education or vocational training decreased recidivism more than high school/GED training.”153

C. Incarceration and Parole

There is a large body of literature spanning several decades on the multitude of social and psychological dynamics surrounding the incarceration experience, but this Article will focus on criminogenic factors that serve as inputs to assessment instruments. Toman et al. (2018) conducted a study to assess the effects of time spent in pretrial detention on both the likelihood and seriousness of prison misconduct, revealing “an association between pretrial detention length and inmate misconduct during time spent in state prison. As inmates serve longer terms in pretrial detention,

150. Id.
151. Austin, supra note 77.
152. Id.
their general likelihood and seriousness of offending increased.”¹⁵⁴ Pretrial detention is an incarceration experience unto itself, and for defendants that are convicted, the effects of that experience are effectively cascaded to the domain of prison.

Once incarcerated, objective classification continues, with periodic “reclassification” assessments to possibly change a prisoner’s level of custody. As Austin (2003) describes, “a reclassification form is used to score the prisoner on factors such as the type and number of misconduct reports lodged against the prisoner, the prisoner’s participation in a variety of programs offered by the prison system, and the prisoner’s work performance.”¹⁵⁵ “There exists a risk of self-fulfilling prophecy: exposure to violence is not something an offender can necessarily control, and involvement in what constitutes “misconduct” in classification assessment terms correlates to security level. Additionally, Bench and Allen (2003) report that “[t]he rate of disciplinary involvement may be directly influenced by offenders ‘living up’ to the expectations of a specific classification designation.”¹⁵⁶ The study similarly revealed that “maximum-security offenders who stand out on a number of dimensions such as length of sentence, severity of offense, and propensity for violence can be housed in medium-security environments with no increased risk of disciplinary involvement.”¹⁵⁷ In other words, many offenders are “overclassified.”

A primary purpose of classification is to act on algorithmic predictions of likelihood to re-offend in the future, but Chen and Shapiro (2007) find that “[i]nmates housed in higher security levels are no less likely to recidivate than those housed in minimum security; if anything, our estimates suggest that harsher prison conditions lead to more post-release crime.”¹⁵⁸ This finding was validated by Gaes and Camp (2009), who found:

[I]nmates with a level III security classification who were randomly assigned to a security level III prison in the California prison system had a hazard rate of returning to prison that was 31 percent higher than that of their randomly selected counterparts who were assigned to a level I prison. Thus, the offenders’ classification assignments at admission determined their likelihood of returning to prison.¹⁵⁹

Incarceration includes exposure to drugs and substance abuse, and often begins well before entry into the criminal justice process. According to the Center for Prisoner Health and Human Rights, between sixty-three and eighty-three percent of arrestees had drugs in their system at the time of arrest, while Columbia University’s...
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National Center on Addiction and Substance Abuse estimates that only eleven percent of incarcerated individuals in need of substance abuse treatment receive it in jail or prison. The Center on Addiction (2010) reports that “[o]f the 2.3 million inmates crowding our nation’s prisons and jails, eighty-five percent were substance-involved; 1.5 million met the DSM-IV medical criteria for substance abuse or addiction.” While not a result of a biased risk assessment, these conditions lay the groundwork for negatively impacting any future assessment, as “Substance Abuse” is a commonly referenced criminogenic factor in assessment instruments that potentially worsens with a longer period of incarceration if inmates are not receiving proper treatment.

Gangs are a source of regulation and social order in prison. For inmates who do not belong to a gang at the beginning of their sentence, incarceration increases the likelihood that they will join one. As Skarbek (2014) writes:

Not only do many inmates feel they must join a gang, but gangs even issue written rules about appropriate social conduct. . . . In short, prison gangs form to provide extralegal governance. They enforce property rights and promote trade when formal governance mechanisms don’t. They provide law for the outlaws.

This is in part an artifact of mass incarceration: with the significant growth of the prison population in America in recent decades, inmates could no longer rely on unwritten tenets and social contracts that governed prison life to keep them safe. Gang membership as a matter of perceived necessity while incarcerated can consequently have a detrimental effect on an inmate’s likelihood of parole and the algorithmic assessment instrument that informs the decision.

Parole and reentry decisions are increasingly supported by algorithmic risk assessment tools, using factors which are consistent with pretrial assessments such as mental health, gang involvement, violent behaviors, negative social cognition, and substance abuse, among others, all of which are at risk of worsening simply by virtue of being incarcerated. Reentry instruments also take into account prison misconduct and disciplinary issues that occurred during incarceration. The absence of a


feedback loop for correction of errors, and thus the absence of ground truth, is what causes algorithmic tools in this context to “blithely generate their own reality.”\textsuperscript{165} A biased pretrial risk assessment leads to a greater likelihood of conviction, leading to a greater likelihood of a longer sentence, leading to a greater likelihood of a higher level of custody, leading to greater risk of exposure to gangs, violence, and drugs, as well as greater risk of strains on mental health, all of which feed into the algorithmic instrument used in the parole process to assess an inmate’s risk and needs. This is recursion.

The inmate’s risk at the parole stage is calculated by an assessment instrument based on a set of factors that were potentially worsened during incarceration because of the output of the same instrument prior to incarceration. The presence of racial bias in the initial assessment creates a systematic error that propagates through the system, producing higher likelihoods of adverse impacts on African Americans on data ingested by multiple assessment instruments through the criminal justice process, including parole and into reentry.

\textbf{D. Reentry}

A formerly incarcerated person re-entering society has a set of widely researched challenges that closely correspond to the “Central Eight” criminogenic factors that define survey inputs to many modern, generation four risk algorithmic assessment instruments: family dynamics, work/vocation, substance abuse, leisure/recreation, peer relationships, emotional stability/mental health, criminal attributes, and residential stability.\textsuperscript{166} Not only are formerly incarcerated individuals at greater risk of re-arrest and re-offending, the immutable factors that define their life circumstances will all but guarantee that any future risk assessment will continue to propagate the compounding of algorithmic bias that statistically contributed to their original arrest, detainment, conviction, sentence, and parole conditions.

The impact of incarceration is felt in the family. The majority of research into prisoners’ families indicate a “heterosexual, nuclear family unit, usually consisting of an incarcerated father, a non-incarcerated mother, and young children.”\textsuperscript{167} One in four Black children experiences parental incarceration, which has negative impacts their health and education.\textsuperscript{168} But most importantly, as Wakefield and Wildeman (2011) explain, “the long-term consequences of mass imprisonment might be for the intergenerational transmission of racial inequality.”\textsuperscript{169} This inequality begins with disparate policing, is reinforced algorithmically throughout the criminal justice process, and leaves its mark on the families of formerly incarcerated individuals. Incarceration
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also places marital relationships under significant stress.  

Mueller-Smith (2014) finds that “defendants serving three or more years in prison are at a statistically significant elevated risk of divorce post-release.”  

Siennick and Stewart (2014) report that, for marriages that occur before (versus during) incarceration, “each year of incarceration increases the odds that the inmate’s marriage will end in divorce (before or after the inmate gets out of prison) by an average of thirty-two percent.” These circumstances will create a negative, reinforcing impact on any future assessment.  

Employment is another persistent challenge for formerly incarcerated people. Mueller-Smith (2014) finds:

\[ \text{[E]ach additional year of incarceration reduces post-release employment by 3.6 percent points. Among felony defendants with stable pre-charge income incarcerated for one or more years, reemployment drops by at least 24 percent in the five years after being released. Misdemeanor defendants show a small increase in take-up of cash welfare payments, and felony defendants show increases in Food Stamps benefits, which provide further evidence of lasting economic hardship post-release.} \]

This hardship often ensues despite participation in educational or vocational programs during incarceration. A study by Fasenfest & Case (2014) examined the usefulness of prison education in finding and maintaining employment after reentry, finding groups were divided by race:

White males were more likely to perceive college courses in prison as being beneficial, reported a higher level of self-esteem post education, more often reported that they had taken courses post release to continue their education and were not likely to perceive barriers to employment post release. Black males reported opposite experiences that are likely reinforced by institutionalized racism that additionally reduces opportunities. Black males reported more value in vocational training that provided a work skill, experienced lower levels of post education self-esteem and reported more barriers to finding and maintaining employment.  

Simply finding employment is an obvious challenge for formerly incarcerated job applicants, starting with an application process that shows racial disparity. Pager (2005) finds that seventeen percent of white job applicants with criminal records received callbacks from employers while only five percent of Black job applicants with criminal records received callbacks. Another cascading effect is disparity in

wage trajectory between Black and white workers once employment is obtained. Lyons and Pettit (2011) discovered that following reentry:

The wages of Black ex-inmates grow about 21 percent more slowly each quarter after release than the wages of white ex-inmates. As we find no similar divergence in quarters leading up to incarceration, these results suggest that something about the experience of incarceration changes the relative wage trajectories of Blacks and whites.176

Substance abuse is a common factor for consideration in recidivism risk assessments. According to a 2007 study published in The New England Journal of Medicine, former inmates' risk of a fatal drug overdose is 129 times as high as it is for the general population during the two weeks after release.177 A study by the Massachusetts Department of Public Health found that compared to the rest of the adult population, the opioid-related overdose death rate is 120 times higher for persons released from Massachusetts prisons and jails, and that nearly one of every 11 opioid-related overdose deaths were persons with histories of incarceration in Massachusetts jails and prisons. In 2015, nearly fifty percent of all deaths among those released from incarceration in Massachusetts were opioid-related.178 While instance of substance abuse is not directly attributable to race, Black inmates have a higher risk of abuse without proper treatment due to longer periods of incarceration, compared to white offenders. Longer sentences are statistically correlated to pretrial detention and sentencing outcomes, both of which are decisions influenced by algorithmic instruments.

Being incarcerated has negative impacts on one’s peer group and social network, due in no small part to the fact that incarcerated people form friendships in prison. Ouss (2011) has shown how peer effects from interactions while in prison result in learned patterns of criminality that influence criminal activity following reentry.179 Bayer (2009) finds that “[t]he influence of peers primarily affects individuals who already have some experience in a particular crime category.”180 In studying indirect effects of the 2006 Italian prison pardon, Drago and Galbiati (2012) find that former inmates motivate criminal behavior within their peer group following reentry.181 One’s peer relationships and social network loom large as criminogenic factors used for assessment of risk.

Residential stability is another key concern for formerly incarcerated people, as “release from jail or prison leaves a person particularly vulnerable to an episode of homelessness.” 182 Metraux and Culhane (2004) found that rates of homeless shelter use are comparable among people exiting prison and people exiting state psychiatric hospitals. 183 Operators of homeless shelters commonly see recently incarcerated people among their residents, with one study reporting seventy percent of people in homeless shelters are formerly incarcerated, while another study reported fifty-four percent. 184 In Los Angeles and San Francisco, thirty to fifty percent of people released on parole and under supervision are homeless. 185 Like pretrial detention, long term incarceration represents a loss of contact with one’s community, which typically serves as a source of social stability. The challenge is worsened by communities where “persistent poverty and lack of jobs and affordable housing make finding a permanent home difficult.” 186

Reentry into society following incarceration has many more challenges beyond the brief summaries provided in this Article, including effects relating to mental health, anger management, and what risk instruments refer to as “Criminal Personality,” “Criminal Thinking,” and “Non-compliance.” 187 While one of the primary goals of the “Risk-Needs” approach to assessment is to identify where to provide interventions in pursuit of better outcomes, there is a self-reinforcing feedback loop that uses negative impacts on these life factors as inputs to whatever risk assessment occurs in the future. As Hannah-Moffat (2011) writes:

Marginalized individuals’ lives tend to be mired by a range of criminogenic and other needs, and consequently risk scores reflect systemic factors. High risk scores are associated with custodial sentences and/or a greater number of conditions attached to their disposition, making them more vulnerable to breach, increased surveillance, and further criminalization. 188

E. Re-Arrested, Re-Assessed

In addition to having the world’s largest prison population, 189 the United States has one of the world’s highest recidivism rates. According to a recent study by the
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Bureau of Justice Statistics, “[f]ive in six (83 percent) state prisoners released in 2005 across 30 states were arrested at least once during the 9 years following their release.”

Offenders who are re-arrested do not necessarily commit the same crime(s) that led to their initial incarceration. Mueller-Smith (2014) finds that “former inmates are especially likely to commit more property (e.g. theft or burglary) and drug-related crimes after being released, even if these crimes were not their original offenses,” going on to write:

“[E]ach additional year that a felony defendant was incarcerated increases the probability of facing new charges post-release by 5.6 percentage points per quarter. What is particularly concerning about these results is that the incapacitation effect is disproportionately driven by misdemeanor charges, while the post-release criminal behavior shows mainly increases in felony offenses.”

A new arrest leads to a new risk assessment. In the case of COMPAS, the arrest is followed by a new 137-question survey with questions about current charges and criminal history, followed by questions about life factors such as family, employment, and residential stability, all of which were likely negatively impacted by one’s initial entry into the criminal justice system. The entire process begins again, and for Black defendants, it entails the same algorithmic bias compounded by new and incrementally more damaging answers to the assessment instrument’s questions, leading to additional bias, which leads to additional compounding errors. There is no known process or means to control for or “de-bias” any of this history—it is permanent. For Black defendants, exposure to risk of injustice at the hands of algorithmic tools is, therefore, irreversible.

In a sense, risk assessment instruments assume every subject submits to the survey once; but this does not reflect the real world. The effects of a person’s initial journey through the criminal justice system, including the challenges experienced in reentry such as unemployment or homelessness, are cascaded back into the system following re-arrest, through pretrial risk assessment, conviction, and sentencing. Commenting on use of risk assessment instruments in sentencing, Napa County Superior Court Judge Mark Boessenecker explains, “[a] guy who has molested a small child every day for a year could still come out as a low risk because he probably has a job, [but] a drunk guy will look high risk because he’s homeless.” As it stands today, the cycle of data bias leading to compounding, systematic errors seemingly has no end; and once a defendant is in this cycle of injustice, there is no way out. In the era of big data and AI, this pattern of decisionmaking will become increasingly programmed in computer code, making it more efficient than ever before.
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V. FUTURE DIRECTIONS: RESEARCH AND POLICY

A broader analytical study is needed to quantify the impact of algorithmic compounding errors throughout the criminal justice process. A challenge remains due to the difficulty in establishing “ground truth,” as Netter explains: “[t]he peril is that false positives are empirically incalculable because potential false positives are in jail.”195 That aside, an increasing reliance on statistical probabilities and data-driven risk instruments carries with it increasing access to data for researchers to understand cascading effects in this domain. The complexity of interactions between attributes is not quantitatively understood, and it may be unachievable without further study.

A. Towards a Research Agenda

Despite the large body of research on fairness and bias in predictive analytics and machine learning, there is very little in literature that examines the effect of errors due to bias that propagate through a sequence of algorithmic decision systems. Literature, with bespoke analyses of statistical correlations, references disparate impact as a consistent theme in studies of how algorithms continue to influence criminal justice, but with little elaboration on complex interactions and causal linkages between factors that determine a defendant’s outcomes. A significant underlying problem is laid bare by Jacobs and Wallach (2019), who cite dubious claims by algorithmic decision systems to accurately measure “unobservable theoretical constructs”—i.e., abstractions that describe phenomena of theoretical interest” which would include categories such as “creditworthiness,” “teacher quality,” or “risk to society.”196 Risk of recidivism and risk of prison misconduct are among the theoretical constructs inferred by instruments in the criminal justice process because of their relationship to observable properties like criminal history and the number of fights while incarcerated. In relation to COMPAS,197 claims of reliance upon “actuarial science”198 purport to address this disconnect, but the objectivity implied by this claim “obscure[s] the organizational, political, social, and cultural values . . . implemented in this system, masking inequality with a label of objectiveness.”199 In the criminal justice domain, this problem dates back to the second generation assessment era of the 1960’s and 1970’s, in which static factors like criminal history were the primary inputs into actuarial tools; but in today’s fourth generation tools, the “Central Eight” criminogenic factors200 play a substantial role in determination of a “measurement,” such as a recidivism risk score. These factors are in large part immutable life circumstances that are reflected in the answers to assessment survey questions. Setting aside critiques of bias in the questions themselves, a single experience with the criminal
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justice system makes future answers to survey questions more damaging to a defendant. Any subsequent experience with the system ingests any bias and/or unfairness from the previous experience and cascades it again.

Interrupting this cascade begins with a deeper understanding of causal interactions between assessment survey questions, subsequent bias, and the life circumstances that are impacted following reentry into society. Subsequent research requires a deeper exploration of these interactions, inclusive of causal links, social factors, the entrenched history of race in America, and how automation of consequential decisions is reshaping the criminal justice process.

Below is a proposal for three research questions to advance the understanding of cascading effects introduced in this Article:

1. What is the causal link between errors due to racial bias in early phases of criminal procedure and racially disparate outcomes in later stages and beyond?
2. How are bias errors amplified and compounded as they propagate through the criminal justice process?
3. Empirically speaking, how much do judges and magistrates rely on algorithmic instruments for consequential decisions?

1. Causal Linkage

While synthesis of literature reveals an inferred chain of statistical correlations, there is insufficient proof of causation; however, recent studies prove the feasibility of using modern causal inference methods to establish links between factors. In a study focused on the impact of bail on indigent defendants in New York City, Lum, Ma, and Baiocchi (2017) showed a causal link between setting bail and case outcome,201 citing a number of other studies supported by modern methods for causal inference.202 Heaton et al. (2017) studied misdemeanor cases in Harris County, TX, to establish a causal relationship between pretrial detention and both case outcomes and future crime, noting that “[o]ne key question for pretrial law and policy is whether detention actually causes the adverse outcomes with which it is linked, independently of other factors. On this question, past empirical work is inconclusive.”203

201. Lum et al., supra note 138, at 1.
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More recent work has applied modern methods for causal inference to assess the role played by the money bail system in the ultimate disposition of the case. Gupta et al. (2016) employ a measure of judge strictness as an instrumental variable to estimate the causal impact of setting bail on case outcome to data from Philadelphia and Pittsburgh. They find that assigning money bail increases the likelihood that the defendant is found guilty by 12%. Leslie and Pope (2016) applies a similar two-stage instrumental variable method to national-level data and data from New York City to assess the causal impact of pre-trial detention on case disposition. Leslie and Pope (2016) also uncovered a ‘strong causal relationship’. Stevenson (2016) and Dobbie et al. (2016) employ similar methodology to data from Pennsylvania and Miami-Dade County. Both find a statistically significant impact of the money bail system on the outcome of the case.

Id. at 39.
With this research problem as context, the study goes on to present evidence that does indeed use modern methods to quantify the causal effect of pretrial detention, finding that “defendants who are detained on a misdemeanor charge are much more likely than similarly situated releasees to plead guilty and serve jail time.”

While purposefully focused on narrow parameters, these studies demonstrate the potential for more rigorous quantitative methods, including expansion into a better understanding of the causal impact of racial bias in assessment instruments on the “Central Eight” criminogenic factors commonly used in assessment surveys. As part of their Harris County study, Heaton et al. (2017) found:

Although detention reduces defendants’ criminal activity in the short term through incapacitation, by eighteen months post-hearing, detention is associated with a 30% increase in new felony charges and a 20% increase in new misdemeanor charges, a finding consistent with other research suggesting that even short-term detention has criminogenic effects.

Debates between “accuracy” and “fairness” in the context of risk assessment instruments are likely to continue indefinitely, but mounting statistical evidence of racial bias in algorithmic systems provides an opportunity to move beyond statistical correlations and anecdotal evidence and into reliably proving causal connections between algorithmic instruments, near-term outcomes, and downstream cascading effects.

2. Amplification and Compounding

Few algorithms in a decisionmaking context exist in isolation or are impervious to ingesting or transporting bias to and from other algorithmic systems. Regardless, there is limited literature on the degree to which biases amplified by algorithms are then compounded as they make their way through a sequence of algorithmic systems. In this context, bias amplification refers to a phenomenon in which algorithmic models learn to overpredict negative outcomes and attributes for certain groups of people based on stereotypes, prejudices, and immutable factors like socioeconomic circumstances. There is an existing body of work on bias amplification in machine learning, including research by Bolukbasi et al. (2016) on gender stereotypes in natural language, and studies by Zhao et al. (2017), Stock & Cisse (2017), and Hendricks et al. (2018) on bias in visual recognition systems. While computer
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vision models are obviously not a focus of this Article, the mechanical underpinnings
that lead them to amplify bias are precisely the same: algorithms capture, exploit, and
magnify prejudices and stereotypes found in the data used to train them.

The transference and compounding of bias from one system to another in a deci-
sionmaking sequence is less understood and represents a natural extension of existing
bias amplification research. While this Article has relied upon proxy domains and les-
sons from complex systems to draw inferences, a controlled study and/or a simul-
ation is required to isolate the effects of bias in each algorithmic instrument employed
in key elements of the criminal justice process and to quantify their respective impact
on subsequent elements in the process. Given the strong inference of causation
between pretrial detention, for example, with criminogenic factors impacted post-
release, such a study should extend beyond parole to capture the time horizon across
which the full extent of harm is realized.

3. Judicial Reliance

The degree to which judges and bail magistrates rely on algorithmic instruments
in their decisionmaking represents a gap in research. There is a body of work indicat-
ing that judges are less reliant on algorithmic instruments than the tools’ critics sug-
gest. In an ethnographic study focused on the reception of predictive algorithms
among law enforcement and legal professionals, Brayne and Christin (2020) discov-
ered “resentment toward predictive algorithms is fueled by fears of deskilling and
heightened managerial surveillance.”212 The study found that in general, judges view
algorithmic instruments much like they did mandatory sentencing in the 1980’s: as a
constraint on discretion. The study, however, also uncovered a displacement effect in
which discretion is moved to less accountable areas of the criminal justice process,
noting that “[n]ew actors also come into play, including data analysts, data entry spe-
cialists, and technology teams, who create novel forms of discretionary power within
the institutions.”213

Existing research on disparate impacts of pretrial detention periodically delve into
the psychological forces at play in consequential decisionmaking. Consistent with
findings from Kehl et al. (2017)214 regarding risk aversion in sentencing decisions,
Heaton et al. (2017) found that “individual judges or magistrates who make pretrial
custody decisions suffer political blowback if they release people (either directly or
via affordable bail) who subsequently commit violent crimes, but they suffer few con-
sequences, if any, for setting unaffordable bail that keeps misdemeanor defendants
detained.”215 Given the public pressures on judges and bail magistrates, it stands to
reason that predictive tools would be a welcome aid to support high bail amounts
and pretrial detention decisions in favor of public safety, but this is conjecture.
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Further research is needed to better understand the opposing forces represented by these two bodies of work. What is clear, however, is that there is no uniform application of algorithmic tools across jurisdictions, nor is there a consistent set of statutory guidelines that describe how judges should use these tools.\(^{216}\)

**B. Policy Interventions**

In the meantime, there are a set of concrete policy positions immediately available to lawmakers that provide interventions, many of which can interrupt the interactions between decision points with fairness checks and curtail an escalating pattern of compounded racial injustice. First, transparency into increasingly opaque decision support systems must be required and ensured for all parties involved in any legal proceeding. Second, evidence rules must be revisited to address the exceptions that allow for machine testimony to be used in virtually every major element of criminal procedure other than the trial itself. Third, strict training requirements must be implemented for practitioners and users of these instruments, as recommended training from tool vendors is insufficient to ensure accountability and due process for defendants.

1. **Opening the Black Box**

The increasing use of data, statistics, and algorithms in criminal justice has surfaced a number of challenges not uncommon when introducing digital tools to analog-era legal processes and traditions. As Roth states, “[j]ust as human sources potentially suffer the so-called ‘hearsay dangers’ of insincerity, ambiguity, memory loss, and misperception, machine sources potentially suffer ‘black box’ dangers that could lead a factfinder to draw the wrong inference from information conveyed by a machine source.”\(^{217}\) But compared to a human source, the impeachment of machines is often more challenging. In the AI discipline of machine learning,\(^{218}\) problems of intelligibility and explainability are becoming more perplexing as the discipline itself becomes more advanced. While the goal of increasing accuracy is an obvious pursuit, accuracy and explainability in machine learning have an inverse relationship.\(^{219}\) As a result, algorithmic models touted for accuracy are often frustratingly opaque, giving rise to trade-offs between these two attributes and creating resultant challenges. For example, humans giving testimony to support the credibility of the machine may not know enough about what happens in the black box to speak authoritatively about it.

Because sophisticated algorithms are often not understandable by humans, they are unexplainable in court. Data scientists and machine learning practitioners providing testimony simply may not know enough about the training data\(^{220}\) or the opaque
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\(^{220}\) Training data is also known as a training set or a training dataset. It is the initial dataset used to train an algorithm to make predictions.
functioning of the algorithm itself. As models get more sophisticated, this inverse relationship will widen. As Pasquale (2017) writes, outputs of black box algorithms “are secretly computed; they deny due process and intelligible explanations to defendants; and they promote a crabbed and inhumane vision of the role of punishment in society.”221

Multiple proposals to implement statutory safeguards exist in literature, inclusive of calls from Roth (2008) for machine credibility testing and provisions for machine confrontation.222 As Pasquale (2017) writes, “[a]t a bare minimum, governments should not use algorithms like the COMPAS score without some kind of external quality assurance enabled by qualified transparency.”223

Proposed legislation is consistent with calls from legal scholarship. In September 2019, Rep. Mark Takano (D-CA) introduced the Justice in Forensic Algorithms Act of 2019224 to “ensure that defendants have access to source code and other information necessary to exercise their confrontational and due process rights when algorithms are used to analyze evidence in their case.”225 This legislation includes a provision for third-party review, calling on the National Institute for Standards and Technology (NIST) to establish a Computational Forensic Algorithms Standards and a Computational Forensic Algorithms Testing Program, with a requirement to “address the potential for disparate impact across protected classes in standards and testing.”226

2. Revising Rule Exceptions

In both criminal and civil cases, safeguards against algorithmic opaqueness exist in the form of evidence rules that treat machine testimony as an “expert witness”, thus subjecting it to the Daubert-Frye standard(s)227 that govern the admissibility of scientific evidence. One class of evidence routinely presented in criminal trials is DNA evidence, first used in a criminal case in the U.S. in 1987.228 Today, all fifty states and the federal government require DNA samples to be collected from certain categories of offenders.229 But even this class of probabilistic evidence is under new scrutiny, following the discovery that receipt of a bone marrow transplant can transform a
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person into a chimera, a term that refers to someone with two sets of DNA.\textsuperscript{230} While algorithmic predictions are generally not allowed as evidence in a trial, DNA notwithstanding, exceptions to evidence rules include other elements of criminal procedure in which algorithms are routinely used. For example, the Federal Rules of Evidence define exceptions for “miscellaneous proceedings, such as extradition or rendition; issuing an arrest warrant, criminal summons, or search warrant; a preliminary examination in a criminal case; sentencing; granting or revoking probation or supervised release; and considering whether to release on bail or otherwise.”\textsuperscript{231} Because of these exceptions, rules that exist to protect defendants from unfairness at the hands of algorithmic tools in a criminal trial offer no such protection pre-trial or post-trial. Furthermore, ninety-eight percent of criminal cases in the United States never go to trial and are plea-bargained,\textsuperscript{232} rendering evidence rules minimally effective in ensuring due process and equal protection in the face of mathematical predictions.

Exceptions to evidence rules must be revisited and changed. Algorithmic instruments, although not used in the trial phase, are still a version of what Roth (2008) refers to as “machine evidence,”\textsuperscript{233} and should thus be subject to the Daubert-Frye\textsuperscript{234} standard(s). With the vast majority of criminal cases resolved without a trial, evidence rules in their current state do little to protect defendants from denial of due process or unfairness. As Roth (2008) argues, “[f]or machines offering ‘expert’ evidence on matters beyond the ken of the jury, lawmakers should clarify and modify existing Daubert and Frye reliability requirements for expert methods to ensure that machine processes are based on reliable methods and are implemented in a reliable way.”\textsuperscript{235}

A consistent theme is the need for greater openness and transparency. As Christopher Slobogin, director of the criminal justice program at Vanderbilt Law School, explains, “[r]isk assessments should be impermissible unless both parties get to see all the data that go into them. It should be an open, full-court adversarial proceeding.”\textsuperscript{236} Other proposals are more precisely targeted at specific elements of criminal procedure. McGarraugh (2013) calls for a proposed change to the Model Penal Code\textsuperscript{237} to limit use of risk assessment instruments in sentencing, describing the change as a “reasonable compromise between fairness to defendants and protecting public safety” and arguing in favor of “establishing statutory criteria for determining if a risk assessment instrument is ‘sufficiently reliable.’”\textsuperscript{238} To the extent the U.S.
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justice system is predicated on the presumption of innocence, the use of algorithmic tools to predict the probability of future crime in deciding the length of one’s sentence is a contradiction.

3. Instituting Checks

Not all algorithms exist to simply make decisions on their own. They often serve the purpose of “decision support,” providing humans with insights needed for more informed decisionmaking. For humans that rely on the output of machines to support decisions, the specter of automation bias looms over the determination. Our human tendency to over-rely on a machine’s judgment can have comical consequences, such as when a car’s GPS system convinces its driver that the best route is to veer into the ocean. But in a legal context, this tendency can have life-altering consequences for a defendant, whose future can hinge on the output of a computer algorithm and its unconscious influence over a human decisionmaker. As Citron writes, “[a]utomation bias effectively turns a computerized suggestion into a final, authoritative decision.”

Generally speaking, algorithms are trained by historical data in an attempt to bring objectivity to decisionmaking; but the biases embedded in data, and thus the system itself, can alter the behavior of its user. In describing use of a predictive model for child neglect and abuse, Eubanks (2017) observes user behavior in which “the algorithm seems to be training the workers.” It is imperative that users of these instruments, judges mostly, are subject to statutory or regulatory requirements to demonstrate understanding of their function and meaning. As Hannah-Moffat (2011) explains:

My interviews with criminal justice practitioners demonstrated that few understand and appropriately interpret probability scores. Despite receiving training on these tools and their interpretation, practitioners tended to struggle with the meaning of the risk score and the importance of the items contained in the assessment tools.

As noted earlier in this Section, literature on perceptions, attitudes, and usage of risk instruments among judges is lacking.

CONCLUSION

The criminal justice process consists of a chain of decisions that are each being increasingly influenced or automated with statistics and algorithms, creating a cascading effect that continues long after release and reentry. This is taking place despite
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a problematic lack of understanding about the complexity of the interaction between these decisions and the lack of transparency into the underlying algorithmic black boxes. Allowing one decision to influence the other without transparent understanding by all parties involved is a threat to fairness and due process. Collectively, calls from legal scholars, legislators, and social scientists brings much-needed attention to a troubled domain that is nonetheless eager to adopt new digital technology. The speed of adoption escalates the challenge, in that reforms such as elimination of cash bail are taking place in parallel with enhancements to these instruments. The absence of a control variable makes it difficult to discern the net effect of either change.

This Article would be incomplete without a brief discussion of growing calls to ban the use of algorithmic tools altogether. In February 2020, the Pretrial Justice Institute (PJI) updated its position regarding the use of pretrial risk assessment tools, stating, “[w]e now see that pretrial risk assessment tools, designed to predict an individual’s appearance in court without a new arrest, can no longer be a part of our solution for building equitable pretrial justice systems.” This was preceded by long-held positions by prominent legal scholars who have raised objections to varying degrees. Starr (2014) has offered consistent critiques of risk prediction instruments in sentencing, for example, arguing that “this practice violates the Equal Protection Clause and is bad policy: an explicit embrace of otherwise-condemned discrimination, sanitized by scientific language.” Responding to claims of incremental improvement to justify continued adoption, Huq (2019) writes:

> It is not sufficient . . . to point to a superseded technology that relies upon flawed human discretion and that already generates large racial effects as a justification for new, slightly less flawed technologies for allocating coercion. The mere fact that the status quo ante is characterized by racial injustice does not legitimize proposals that preserve or extend some substantial part of that injustice.

Given the pervasiveness of algorithmic tools with no uniform set of rules or guidelines for usage across the multitude of jurisdictions, a ban would be a more daunting challenge, but another valid proposal for reform nonetheless. Lawmakers are clearly paying close attention to the increasingly pervasive role of big data and algorithmic decisionmaking in our world. For example, the proposed Algorithmic Accountability Act in the U.S. Congress strives to stem adverse and discriminatory commercial outcomes by asking the Federal Trade Commission to develop rules and guidelines to regulate automated decisionmaking for companies with access to large amounts of data on Americans. These consistent patterns and characteristics of how algorithms
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behave in commercial scenarios apply equally to how risk assessment algorithms are
employed in the criminal justice process; but the challenges presented by the use of
big data and algorithms in the legal domain persist, and the cascading effects of racial
bias embedded in their inner workings can no longer be denied.